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Abstract

In this paper, I consider testing and estimating non-Gaussian Structural Vector
Autoregressive models with unknown break points (SVAR-BP). This model extends
traditional SVAR analysis by allowing for unknown breakpoints, capturing potential
changes in both autoregressive coefficients and structural parameters. I employ the
Partial Sample Generalized Method of Moments (PSGMM) to estimate the model
and utilize the sup-Wald test to assess parameter stability. Additionally, I establish
the asymptotic properties of the break point estimators and propose a sequential
procedure for detecting and estimating multiple break points. My method is applied
to a U.S. macroeconomic dataset from 1954 to 2023, where I identify significant
structural breaks corresponding to key economic events. The results demonstrate the
ability of my approach to detect and estimate multiple break points, modeling shifts
in the dynamics of economic variables.
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1 Introduction

The Structural Vector Autoregression (SVAR) model is a widely used econometric tool for

analyzing dynamic interactions among macroeconomic variables. Since Sims (1980) popu-

larized SVARs, they have become a standard in empirical macroeconomics for studying the

effects of structural shocks. SVAR models traditionally impose restrictions on contempo-

raneous relationships between variables to provide structural interpretations of economic

systems. However, these models often assume constant relationships over time, which may

overlook structural breaks—a limitation increasingly highlighted by empirical evidence that

many economies undergo shifts due to policy changes, technological advancements, and ex-

ternal shocks.

Recent contributions, such as (Magnusson and Mavroeidis, 2014; Demetrescu and Salish,

2024), emphasize the need for flexible models that can account for parameter instability

within macroeconomic relationships. This concern aligns with research on time-varying

SVARs, which examine how instability in structural parameters—particularly in the con-

temporaneous response matrix B—affects inference. While models like those of Carriero

et al. (2018) and Angelini et al. (2019) allow for time-varying parameters, they gener-

ally assume a fixed structure in B, limiting their ability to capture full structural shifts.

Bayesian approaches by Primiceri (2005) and Cogley and Sargent (2005) accommodate

time-varying B but often impose strong prior assumptions, resulting in parameter infer-

ences shaped more by the priors than by data-driven insights. Even frequentist models like

those in Auerbach and Gorodnichenko (2012) that incorporate time-varying parameters in

reduced-form models do not fully allow for variation in B.

Model instability has been widely documented, particularly during periods like the

“Great Moderation,” a decline in macroeconomic volatility since the mid-1980s, as noted

by McConnell and Perez-Quiros (2000), Stock and Watson (2002), and Justiniano and

Primiceri (2008). Some attribute this moderation to reduced shock volatility, or “good

luck” (Sims and Zha, 2006; Stock and Watson, 2002), while others argue that shifts in

monetary policy and structural changes in private-sector behavior contributed to this in-

stability (Boivin and Giannoni, 2006; Inoue and Rossi, 2011). Recent studies also investi-

gate the flattening relationship between inflation and the business cycle, as represented by
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the Phillips curve, documented by scholars like Del Negro et al. (2020) and Bergholt et al.

(2023).

This paper addresses these challenges by introducing a Non-Gaussian Structural Vector

Autoregression model with structural breaks (SVAR-BP), extending the SVAR framework

to allow for unknown breakpoints in both autoregressive coefficients and structural param-

eters. Our approach addresses parameter instability and leverages non-Gaussianity in the

error structure to achieve identification through higher-order moments, as demonstrated

by Velasco (2023), Lanne and Luoto (2021), Lanne et al. (2023a) and Lanne et al. (2023b).

By using skewness and kurtosis properties, the model captures asymmetries and heavy

tails often observed in macroeconomic data, offering a robust solution to the problem of

parameter instability.

Unlike models relying on exogenously specified break dates, a limitation in many em-

pirical SVAR applications (Bacchiocchi and Fanelli, 2015; Rigobon, 2003; Bacchiocchi and

Kitagawa, 2024), our model determines break dates endogenously. This flexibility allows

for identifying structural shifts that align with major policy changes or financial crises,

crucial in macroeconomic contexts where breaks often correspond to significant economic

events.

Estimation of structural breaks and break points has been a significant focus in econo-

metrics, particularly within time series models. Foundational methodologies by Bai (1994)

and Bai and Perron (1998) introduced techniques for detecting and estimating multiple

structural breaks in regression models, with later works like Bai (2000) and Ling (2016)

extending these techniques to account for structural changes in autoregressive models. How-

ever, these models were largely developed under Gaussian assumptions, unable to capture

the structural matrix B in SVAR contexts without additional restrictions. In contrast to

these approaches, my paper introduces a novel break date estimation function specifically

tailored to non-Gaussian SVAR models. This new method not only allows for endogenous

break date estimation but also incorporates potential changes in the structural matrix

B. Leveraging higher-order moment conditions such as skewness and kurtosis, the model

identifies B through non-Gaussianity, thereby providing a robust framework for analyzing

economic systems where structural dynamics may evolve over time.
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The contributions of this paper are threefold: (1) the integration of non-Gaussianity into

SVAR models to improve identification and enable testing for parameter instability, (2) a

method to estimate potential break dates within the model, addressing a gap in the existing

literature that typically assumes predetermined breakpoints, and (3) the development of

a Partial Sample Generalized Method of Moments (PSGMM) estimator for the SVAR-BP

model, facilitating robust parameter estimation and breakpoint detection in the presence

of non-Gaussian errors and common volatility structures across the structural shocks. This

sequential estimation approach builds on the structural break methodologies of Bai (1997)

and Bai and Perron (2003).

To demonstrate the practical application of the model, I apply it to U.S. macroeconomic

data from 1954 to 2024, encompassing several major economic events, including shifts in

monetary policy regimes and the global financial crisis. The findings reveal significant

structural breaks aligned with these events, highlighting the model’s capacity to capture

shifts in economic dynamics and improve understanding of how external shocks propagate

through the economy.

By addressing the limitations of traditional SVAR models and incorporating struc-

tural breaks and non-Gaussian errors, this paper offers a flexible and robust framework for

macroeconomic analysis. It contributes to the literature on structural breaks in time series

models and the identification of SVARs with non-Gaussian shocks, offering insights into

economic shock dynamics and enabling a method for endogenously testing possible break

dates within the model.

The remainder of this paper is organized as follows. In Section 2, I develop the method-

ology for testing and estimating the SVAR model with one structural break. This includes

a detailed discussion of how the break point is determined and how non-Gaussianity aids

in model identification. Section 3 extends the analysis to the case of multiple structural

breaks, introducing a sequential procedure for identifying and estimating multiple break

points within the SVAR framework. In Section 4, I provide the statistical inference frame-

work, constructing confidence sets for impulse responses hypothesis tests on the parameters

and impulse responses across different regimes. Section 5 presents an empirical illustration

using U.S. macroeconomic data, highlighting the effectiveness of the proposed methodology
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in detecting and interpreting structural breaks in economic relationships. Finally, Section

6 concludes the paper, summarizing the key findings and outlining directions for future

research.

2 Model with one break point

I consider the following structural vector autoregressive model of order p with an unknown

structural break (SVAR-BP):

yt = ν1 + A1,1yt−1 + · · ·+ A1,pyt−p +B1εt, for 1 ≤ t ≤ k,

yt = ν2 + A2,1yt−1 + · · ·+ A2,pyt−p +B2εt, for k + 1 ≤ t < T,
(1)

where yt is the n-dimensional time series of interest, ν1 and ν2 are (n× 1) intercept terms,

and {A1,j} and {A2,j} are (n × n) parameter matrices. εt is an i.i.d. sequence satisfying

E(εtε
′
t) = In. I assume yt to be partially stable, i.e.,

detAi (z)
def
= det (In − Ai,1z − · · · − Ai,pz

p) ̸= 0, for |z| ≤ 1, for i = 1, 2 (2)

Model (1) extends the previous literature on Structural Change Vector AutoRegression

by Bai et al. (1998) and Bai (2000) by considering changes not only in autoregressive co-

efficients but also in structural parameters B. This is a reasonable consideration, as it is

recognized that structural breaks may have marked consequences on both the transmission

and propagation mechanisms of shocks. However, considering changes in structural param-

eter B, we face the identification problem in the SVAR analysis. In this paper, I follow

the literature on statistical identification through non-Gaussianity of the structural errors.

Specifically, I use the error assumptions by Lanne et al. (2023a) and Mesters and Zwiernik

(2022):

Assumption 1. (third moments)

(i) The component processes εit, i = 1, . . . , n, have zero co-skewness.

(ii) At most one component of εt has zero skewness.
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Assumption 2. (fourth moments)

(i) The component processes εit, i = 1, . . . , n, have zero co-kurtosis.

(ii) At most one component of εt has zero excess kurtosis.

Assumption 3. (reflection-invariant)

(i) The component processes εit, i = 1, . . . , n, have zero co-kurtoses except that the n(n−

1)/2 symmetric co-kurtosis E(ε2itε
2
jt)− 1, i < j can be nonzero.

(ii)
∑n

i=1E(ε
2
itε

2
jt) ̸=

∑n
i=1E(ε

2
itε

2
kt), for all j ̸= k.

Mesters and Zwiernik (2022) demonstrate that each of these assumptions, combined

with the i.i.d. condition for εt and an identity covariance matrix, is sufficient for locally

identifying the matrix B in the linear process ut = Bεt. The assumptions leverage the non-

Gaussian features of structural errors, using higher-order moments to distinguish structural

components, which is essential for identifying B without relying on full independence of

shocks.

Assumption 1 centers on third moments, specifically skewness. The zero co-skewness

condition implies that interactions between different components of εt are symmetric, mean-

ing that the cross-component third moments are zero. At most one component of εt may

have zero skewness, ensuring that most components exhibit asymmetry. This asymmetry

provides the necessary variability for identifying B, as the presence of skewness introduces

additional dimensions for distinguishing structural shocks. Importantly, this assumption

does not preclude common volatility processes, allowing the model to accommodate condi-

tional heteroskedasticity without imposing strict independence among the components.

The second assumption, 2, focuses on fourth moments (kurtosis). This assumption

requires zero co-kurtosis across the components, meaning no excess kurtosis in joint distri-

butions. However, at most one component of εt may have zero excess kurtosis, ensuring

that the majority of components display heavier tails or sharper peaks than Gaussian

distributions. This non-Gaussianity enables the model to distinguish between structural

shocks through the heavier-tailed characteristic of the data. Assumption 2 is stricter than
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Assumption 1in that it does not accommodate common volatility processes among the com-

ponents, thus limiting interaction effects in fourth moments. Nevertheless, this assumption

remains weaker than full independence, allowing some interaction forms while maintaining

flexibility in real-world applications.

Assumption 3 relaxes the zero co-kurtosis condition, permitting specific nonzero sym-

metric co-kurtosis terms, E(ε2itε
2
jt)−1. This allows for potential common volatility processes

among the components, facilitating situations where some components may exhibit corre-

lated volatility. The condition that no two components share identical relationships in

their fourth moments aids in identifying B by ensuring distinct variation patterns among

components.

Together, these assumptions leverage non-Gaussian characteristics (skewness and kur-

tosis) to provide information for locally identifying the B matrix. The (ii) clauses in each

assumption reflect “generic assumptions,” which are typically met in real-world data where

the errors are rarely purely Gaussian. Without these non-Gaussian features, specifically in

cases where errors are Gaussian, B would remain unidentified, as Gaussian errors lack the

asymmetry and heavy tails needed to separate structural shocks effectively.

2.1 Moment Conditions

The model can be consistently estimated using Generalized Method of Moments (GMM).

In this section, I present the moment conditions utilized in the partial sample GMM esti-

mation. From the assumption that the structural shocks εt are i.i.d., I derive the following

n+ pn2 unconditional moment conditions:

E(εt ⊗ Zt−1) = 0n(np+1)×1 (3)

where Zt = (1, y′t−1, . . . , y
′
t−p)

′ is a vector of lagged observations.

The assumption that εt has an identity variance-covariance matrix yields n(n + 1)/2

additional orthogonality conditions of the form:

E[e′iεte
′
jεt]− δij = 0, for all 0 ≤ i, j ≤ n (4)
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Here, ei is the i-th column of the identity matrix In, and δij is the Kronecker delta,

defined as:

δij =

1 if i = j,

0 if i ̸= j.

While the 2n + pn2 + n(n − 1)/2 moment conditions in Equations (3) and (4) are

necessary, they are insufficient for global identification of the parameters. To fully identify

the model, higher-order moment conditions are employed. If Assumption 1 (concerning

third moments) holds, the following co-skewness conditions are satisfied:

E[e′iεte
′
jεte

′
kεt] = 0, for 0 ≤ i, j, k ≤ n, |{i, j, k}| > 1 (5)

where | · | denotes the cardinality of the set.

Similarly, under Assumption 2 (concerning fourth moments), I obtain the following

co-kurtosis conditions:

E[e′iεte
′
jεte

′
kεte

′
lεt]− δijkl = 0, for 0 ≤ i, j, k, l ≤ n, |{i, j, k, l}| > 1 (6)

Here, δijkl is defined as:

δijkl =

1 if i, j, k, l form two distinct pairs,

0 otherwise.

If Assumption 3 (reflection-invariance) is satisfied, I apply a modified version of the co-

kurtosis condition in Equation (6), excluding the n(n − 1)/2 symmetric co-kurtosis terms

E(ε2itε
2
jt)− 1 for i < j. Thus, I obtain:

E[e′iεte
′
jεte

′
kεte

′
lεt] = 0, for |{i, j, k, l}| > 1, i, j, k, l do not form two distinct pairs

(7)

These moment conditions are applicable over the full sample period. However, when a

structural break is present, the structural shocks εt take different forms in the two subsam-

ples:
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B1εt = yt − ν1 − A1,1yt−1 − · · · − A1,pyt−p, for 1 ≤ t ≤ k (8)

B2εt = yt − ν2 − A2,1yt−1 − · · · − A2,pyt−p, for k + 1 ≤ t ≤ T (9)

I define the following notation for the parameters of interest: πi = vec(νi, Ai,1, . . . , Ai,p)

for i = 1, 2, and ϑi = vec(Bi). The parameter vector θi is then written as θi = vec(π′
i, ϑ

′
i)
′.

The true value of the parameters are denoted as πi0, ϑi0 and θi0. The moment conditions

can be categorized as follows: - fs(yt, θ) includes moment conditions (3)-(5), - fk(yt, θ)

includes moment conditions (3), (4), and (6), - fr(yt, θ) includes moment conditions (3),

(4), and (7).

2.2 Identification Result

The following identification result applies to the model

Proposition 1. In model 1, suppose εt has finite fourth moments,

(i) If Assumption 1 is satisfied, then E(fs(yt, θ)) = 0 ⇒ πi = πi0, Bi = Bi0Q.

(ii) If Assumption 2 is satisfied, then E(fk(yt, θ)) = 0 ⇒ πi = πi0, Bi = Bi0Q.

(iii) If Assumption 3 is satisfied, then E(fr(yt, θ)) = 0 ⇒ πi = πi0, Bi = Bi0Q.

Here, Q is a signed permutation matrix of size n× n.

Proof. See Appendix A

Proposition 1 presents a crucial identification result for the SVAR model under the as-

sumption of finite fourth moments, confirming that the structural parameters in our model

are uniquely identified up to a signed permutation matrix. Specifically, the proposition

states that under any of the third and fourth moment assumptions (Assumptions 1, 2, and

3), the vector parameter π is uniquely identified, and the structural impact matrix B1 and

B2 is identified up to a matrix Q, which is a signed permutation matrix. This result ensures
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that each of these sets of moment conditions provides sufficient information to identify the

model’s structural parameters.

This identification result (i.e., identification up to sign and permutation) is well-established

in the literature, particularly in the context of linear systems of the form ut = Bεt, where

B is identified up to sign and permutation. For example, Keweloh (2021) and Mesters and

Zwiernik (2022) provide similar identification results, demonstrating that the matrix B in

a linear system is identifiable up to a signed permutation matrix when either skewness

or kurtosis assumptions are applied. My contribution extends these results to the SVAR

context, where both the structural impact matrix B and the VAR coefficients (contained in

π) are shown to be globally identified. This extension is significant because it allows for the

identification of not only the contemporaneous impact of shocks but also the autoregres-

sive dynamics in a VAR system, which is essential for studying dynamic macroeconomic

relationships.

Additionally, result (ii) in Proposition 1 is closely related to the identification framework

in Lanne and Luoto (2021). They use a subset of co-kurtosis conditions to identify the

matrix B in SVAR models. While they also discuss identification of the VAR coefficients,

their result is local. In contrast, our proposition provides a global identification result for

both B and π, ensuring robust and global identification of the entire model.

To acquire a uniquely globally identified model, I further establish a unique and sign

configuration as proposed by Lanne et al. (2017). Difine Mn as the set of all invertible n

by n matrices.

Identification scheme. Let B ∈ Mn and transform it to B̄ = Π(B) = BPD as

follows:

1. P is an n×n permutation matrix such that G = BP satisfies |gii| > |gij| for all i < j.

2. D is a diagonal matrix with ±1 entries such that all diagonal elements of BPD are

positive.

Define

B = {B̄ ∈Mn : ∃B ∈Mn : Π(B) = B̄}.

In this paper, I denote the parameter space πi ∈ Π, where Π is a subset of Rn+pn2
and

Bi ∈ B1, where B1 is a subset of B.
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2.3 Partial Sample GMM Estimator

The previous section outlined the moment conditions. In this section, I define the Partial

Sample GMM Estimator (PSGMM) and derive its asymptotic properties in the absence of

a structural break. This result is fundamental for constructing the structural break test,

which will be discussed in the next section.

The theoretical results presented in the remainder of this paper hold regardless of which

specific set of moment conditions, fs(yt, θ), fk(yt, θ), or fr(yt, θ), is used. For simplicity of

notation, I will refer to the chosen set of moment functions generically as f(yt, θ), rep-

resenting any one of these three possible moment conditions. Under the null hypothesis

of no structural break, the moment functions E [f(yt, θ)] = 0 are stable throughout the

entire sample period. Under the alternative hypothesis, however, the moment functions

E [f(yt, θ10)] = 0 hold for observations 1, . . . , k, and E [f(yt, θ20)] = 0 hold for the remain-

ing T − k observations.

If the breakpoint k were known, the GMM estimator for each subsample can be derived

by minimizing the criterion function with respect to the respective parameters θ1 and θ2 in

each segment. This allows us to estimate separate parameter values for the periods before

and after the break, capturing potential structural shifts.

For the first subsample, I define the criterion function as follows:

Q1(k, θ1) = f̄ ′
1(k, θ1)[W1(k)]

−1f̄1(k, θ1),

θ̂1(k) = argmin
θ1

Q1(k, θ1),
(10)

where

f̄1(k, θ1) =
1

k

k∑
t=1

f(yt, θ1).

Similarly, for the second subsample, the criterion function is defined as:

Q2(k, θ2) = f̄ ′
2(k, θ2)[W2(k)]

−1f̄2(k, θ2),

θ̂2(k) = argmin
θ2

Q2(k, θ2),
(11)
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where

f̄2(k, θ2) =
1

T − k

T∑
t=k+1

f(yt, θ2),

with W1(k) and W2(k) as weighting matrices. These matrices may depend on k, adjusting

for differences in the number of observations within each subsample.

This two-step GMM approach allows the model to accommodate structural changes

by tailoring parameter estimates to each regime. Estimating θ̂1(k) and θ̂2(k) separately

enables the model to account for distinct dynamics across regimes, providing a more precise

framework for analyzing potential breaks. In the subsequent section, this formulation forms

the foundation for testing structural breaks by examining whether parameter values shift

significantly at k.

I denote the true parameters under the null hypothesis of no structural break as θ′0 =

(θ′10, θ
′
10). To facilitate the development of an asymptotic theory, the following assumptions

are introduced:

Assumption 4. The parameter spaces Π and B1 are compact.

Assumption 5. The weighting matrix W1(k) = E(f(yt, θ10)f(yt, θ10)
′) and W2(k) =

E(f(yt, θ20)f(yt, θ20)
′) are both positive definite,

and E∥f(yt, θ10)∥2+δ1 <∞, E∥f(yt, θ20)∥2+δ2 <∞ for some δ1, δ2 > 0.

Assumption 6. The true value of break date k0 = Tλ0, where λ0 ∈ (0, 1).

The three assumptions outlined above provide the foundation for partial sample GMM

estimation. Assumptions 4 and 5 are standard in the GMM literature. Assumption 4, which

states that the parameter spaces Π and B1 are compact, ensures that the optimization

procedure is well-behaved, as the parameters are confined within a bounded and closed set.

Assumption 5 guarantees that the weighting matrix is optimal, ensuring that the moment

functions are well-behaved, with finite second (and slightly higher) moments, and that their

covariance matrix is positive definite. Together, these two assumptions ensure the existence

of a global minimum during the estimation process. In practice, the weighting matrices are

replaced by their consistent estimates:

W1(k) =
1

k

k∑
t=1

f(yt, θ̂
0
1)

k∑
t=1

f(yt, θ̂
0
1)

′, W2(k) =
1

T − k

T∑
t=k+1

f(yt, θ̂
0
2)

T∑
t=k+1

f(yt, θ̂
0
2)

′.
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where θ̂01 and θ̂02 are the first-round OLS estimator from each subsample.

Assumption 6 is specific to structural break analysis. It assumes that the break point

k0 is proportional to the sample size T and falls within the interval (0, 1). This ensures that

the number of observations in each subsample increases as the total sample size increases.

Such an assumption is essential for asymptotic analysis in structural break testing and

estimation.

The following proposition presents the convergence result for the partial sample GMM

estimator under the null hypothesis:

Proposition 2. Suppose the structural errors satisfy one set of Assumptions 1, 2, or 3,

corresponding to the moment function f(yt, θ). Further, suppose Assumptions 4 through 6

hold, and θ10 = θ20, Then,

√
T (θ̂(T ·)− θ0) ⇒ H(·)−1J(·) (12)

where

H(λ) =

λG′W−1G 0

0 (1− λ)G′W−1G

 , J(λ) =

 G′W−1/2B(λ)

G′W−1/2(B(1)−B(λ))

 ,

with G = E
(

∂f(yt,θ10)
∂θ1

)
, and B(λ), λ ∈ (0, 1), is a vector of independent Brownian motions

on (0, 1). The weak convergence holds in the Skorokhod space D(0, 1).

For the proof of Proposition 2, see Appendix B.

The above proposition establishes the asymptotic properties of the partial sample GMM

estimator under the null hypothesis of no structural break. It shows that the estimator, as

a function of λ, converges at the standard
√
T -rate and follows a limiting Brownian motion.

This result is crucial for constructing a structural break test, which I will discuss in the

next section.

2.4 Structural Break Test

In this section, I formulate the null and alternative hypotheses of interest and propose

a Wald test statistic to test for a structural break in the parameters of the model. my

hypothesis is as follows:

13



H0 : θ10 = θ20 versus H1 : θ10 ̸= θ20 for 1 < k < T (13)

When the break point k is known, classical approaches such as the Wald, LM (Lagrange

Multiplier), or LR (Likelihood Ratio) tests can be used (see Andrews and Fair (1988) for

examples of these tests within the GMM framework). Under the null hypothesis, these

tests conform to a standard asymptotic χ2 distribution.

In this paper, however, I consider the case where the break point k is unknown. I build

upon the work of Andrews (1993), who developed a method for testing hypotheses with an

unknown break point in the GMM framework. As shown in Proposition 2, the asymptotic

variances for the estimators in the two subsamples are given by:

Asy. Var(θ̂1) =
1

λT
G′W−1G, (14)

Asy. Var(θ̂2) =
1

(1− λ)T
G′W−1G, (15)

where λ = k/T .

Let V = G′W−1G represent the asymptotic variance. A consistent estimator for V is

given by:

V̂i = Ĝi
′
Ŵi

−1
Ĝi, (16)

where Ĝ1 and Ĝ2 are estimated as:

Ĝ1 =
1

Tλ

Tλ∑
t=1

∂f(yt, θ̂1)

∂θ1
, (17)

Ĝ2 =
1

T (1− λ)

T∑
t=Tλ+1

∂f(yt, θ̂2)

∂θ2
, (18)

and Ŵ1 and Ŵ2 are estimated as:

Ŵ1 =
1

Tλ

Tλ∑
t=1

f(yt, θ̂1)f(yt, θ̂1)
′, (19)

Ŵ2 =
1

T (1− λ)

T∑
t=Tλ+1

f(yt, θ̂2)f(yt, θ̂2)
′. (20)
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The Wald statistic for testing the null hypothesis is then defined as:

WaldT (λ) = T (θ̂1(λ)− θ̂2(λ))
′

(
V̂1
λ

+
V̂2

1− λ

)−1

(θ̂1(λ)− θ̂2(λ)). (21)

To test the hypothesis (13), the following test statistic is used:

sup
λ∈Λ

WaldT (λ),

where Λ is a closed subset of (0, 1). The asymptotic null distribution of the test statistic is

given in the following proposition.

Proposition 3. Under the assumptions of Proposition 2,

WaldT (·) ⇒ QP (·) and sup
λ∈Λ

WaldT (λ)
d−→ sup

λ∈Λ
QP (λ),

where

QP (λ) =
(B(λ)− λB(1))′(B(λ)− λB(1))

λ(1− λ)
,

and B(λ) is a vector of independent Brownian motions on the interval [0, 1].

Proof. Since in the proof of proposition 2 I have shown that my model satisfies assumptions

1-3 in Andrews (1993), proposition 3 is a direct result of Therorem 3 in Andrews (1993).

Proposition 3 builds upon Andrews (1993) foundational work on structural break testing

in econometrics, specifically leveraging the limiting distribution of the sup-Wald statistic

to allow for non-parametric structural break detection. The convergence of the sup-Wald

statistic to a limiting distribution involving Brownian motions aligns with methods de-

veloped in Andrews (1993), where asymptotic results provide a robust basis for inference

in structural change contexts without knowing break points a priori. By extending these

approaches to the SVAR framework, my model is equipped to handle potentially unknown

breaks, which are frequent in economic data subject to shifts in policy or structural dy-

namics. Furthermore, the link between Proposition 3 and Andrews (1993) reinforces the

application of critical values for sup-Wald statistics, which are readily available in Table

1 of Andrews (1993) and provide reference points to maintain statistical rigor in finite

samples.
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This proposition has particular value for the SVARmodel in identifying structural shifts,

which could represent changes in macroeconomic policy regimes or shifts in economic struc-

ture. Unlike standard break testing approaches, the use of the sup-Wald statistic enables

a more flexible framework that detects breaks without pre-specifying breakpoints, fitting

well within the non-Gaussian SVAR framework developed here. By validating the use of

sup-Wald critical values, this approach ensures that the test maintains both statistical size

and power in large samples, an essential consideration in applied macroeconomic analysis.

Given the finite sample limitations of real-world data, my empirical application restricts

the interval to Λ = (0.20, 0.80). This decision follows the practice of excluding extreme

ends of the sample to prevent distortions in the Wald statistic, as suggested by empirical

structural break literature such as Andrews (1993). By drawing on this interval restriction,

the analysis achieves a balance between capturing meaningful breaks and avoiding edge

effects that could compromise test power. In this context, my application of the sup-Wald

statistic with finite sample adjustments further supports accurate inference on structural

changes within SVAR systems.

2.5 Estimating the Break Point

In the previous section, I discussed how to test for parameter instability in the Non-

Gaussian SVAR model using the sup-Wald statistic. In this section, I focus on the problem

of estimating the break point when a structural break is detected.

The procedure for estimating the break date begins with testing for the existence of an

unknown structural break over the full sample period t = 1, . . . , T . If the null hypothesis is

rejected by the sup-Wald statistic, indicating the presence of a structural break, the break

date is then estimated by minimizing the sum of the objective functions across the two

subsamples. Specifically, the break point k̂ is estimated as:

k̂ = argmin
k

[
Q1(k, θ̂1(k)) +Q2(k, θ̂2(k))

]
(22)

where Qi(k, θi) and the estimators θ̂1(k), θ̂2(k) are defined as in equations (10) and (11).

From Assumption 6, I also obtain an estimate of λ as λ̂ = k̂/T .

I next show that the estimated date obtained by criterion 22 is consistent. First, notice
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that the identification result in Proposition 1 does not secure global identification of the

break date. To that end, I impose the following identification assumption:

Assumption 7 (Unique identification of the break date). Suppose there exists a constant

M > 0, and denote DM = {k : |k − k0| > M}. Then,

min
k∈DM

min
θ1,θ2∈(Π×B1)2

|1
k

k∑
t=1

E(f(yt, θ1))|+ | 1

T − k

T∑
t=k+1

E(f(yt, θ2))| > 0

Assumption 7 is essential to ensure the uniqueness of the break point estimation in the

model, as defined by Equation (22). This assumption specifies that the true break point

k0 is uniquely identifiable. This is a stronger condition than simply assuming parameter

distinctness across regimes (θ10 ̸= θ20). In the literature on structural break estimation,

assumptions of this nature are critical for consistency in break point estimation, particularly

in econometric models where structural parameters are allowed to change at unknown

points in time. For instance, Bai and Perron (1998) and Bai and Perron (2003) utilize

similar uniqueness conditions in their analysis of multiple structural changes, ensuring that

each break point can be consistently estimated based on distinct parameter shifts in the

model. Likewise, Qu and Perron (2007) extend this approach to multivariate settings,

showing that such conditions are necessary to accurately pinpoint structural changes even

when multiple parameters exhibit shifts concurrently.

The assumption made here contributes to the growing literature by reinforcing the

stability of the estimated break point k̂ against potential local minima in the objective

function. Without this condition, the model might yield multiple candidate break points,

complicating inference on the true location of the structural change.

The following proposition presents the asymptotic properties of the estimated break

point and the parameter estimates in each regime.

Proposition 4. Suppose the assumptions of Proposition 2 hold, except that θ10 ̸= θ20. In

addition, Assumption 7 holds. Then:

1. The estimators θ̂1(k̂) and θ̂2(k̂) converge to their true values at the standard
√
T rate:

√
T
(
θ̂1(k̂)− θ10

)
d−→ N(0, G′

θ10
W−1

θ10
Gθ10), (23)
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√
T
(
θ̂2(k̂)− θ20

)
d−→ N(0, G′

θ20
W−1

θ20
Gθ20), (24)

where Gθ10 , Gθ20 are the gradients of the moment conditions and Wθ10 ,Wθ20 are the

corresponding weighting matrices.

2.

k̂ = k0 +Op(1),

where Op(1) denotes the stochastic boundness. Equivlently, the estimated break point

fraction λ̂ is T-consistent for the true break point fraction λ0.

Proof. See Appendix C.

The above proposition outlines two essential results on the behavior of parameter es-

timates and the estimated break point in the presence of structural breaks within a Non-

Gaussian SVAR model framework. First, the estimates θ̂1 and θ̂2 for each subsample

converge at the standard
√
T rate, even when a structural break exists. This consistency

and asymptotic normality imply that structural breaks do not compromise the asymptotic

properties of the parameter estimates, preserving the reliability of inference. These prop-

erties enable confidence interval construction for impulse responses via the delta method,

facilitating inference across different regimes.

Second, the proposition establishes the consistency of the estimated break point k̂,

where k̂ = k0+Op(1), indicating that the estimation error remains bounded. Equivalently,

the break fraction λ̂ = k̂/T converges to the true fraction λ0 as the sample size increases,

allowing precise break date estimation in larger samples.

These results align with prior foundational work on break point estimation and asymp-

totic properties, particularly by Bai and Perron (1998) and Bai (2000) in the structural

break context. Specifically, Bai and Perron (1998) confirmed convergence rates and asymp-

totic distributions for break points in multivariate regression models, while Bai (2000)

extended these results to vector autoregressive models under Gaussian assumptions. This

proposition advances their findings by adapting these asymptotic properties within the Non-

Gaussian SVAR framework, incorporating the dynamics of both autoregressive coefficients

and the structural matrix B, where B is identified through non-Gaussian characteristics.
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This extension is significant, offering a robust, consistent estimator for endogenous break

dates that applies to complex economic systems in which structural shifts often correspond

with macroeconomic events.

3 Model with multiple Break Points

In this section, I extend the structural vector autoregressive (SVAR) model framework to

account for multiple structural break points and establish the corresponding theoretical

results. Specifically, I consider a structural vector autoregressive model of order p with m

break points. The model is formulated as follows:

yt =



ν1 + A1,1yt−1 + · · ·+ A1,pyt−p +B1εt, for 1 ≤ t ≤ k1,

ν2 + A2,1yt−1 + · · ·+ A2,pyt−p +B2εt, for k1 + 1 ≤ t ≤ k2,

...

νm + Am,1yt−1 + · · ·+ Am,pyt−p +Bmεt, for km−1 + 1 ≤ t ≤ T,

(25)

where νi are n×1 intercept terms, and Ai,j are n×n parameter matrices for i = 1, . . . ,m

and j = 1, . . . , p, representing the time-varying dynamics across different regimes. The

structural errors εt are assumed to be an i.i.d. sequence with E(εtε
′
t) = In. The process yt

is stable within each regime, as guaranteed by the following stationarity condition:

detAi(z)
def
= det (In − Ai,1z − · · · − Ai,pz

p) ̸= 0 for |z| ≤ 1, i = 1, . . . ,m, (26)

3.1 Sequential procedure

In practical applications, the number of break points, m, is typically unknown. To de-

termine the number of break points and estimate their locations, I employ the sequential

break-point estimation procedure originally proposed by Bai (1997). This procedure is

particularly useful in macroeconomic time series analysis where structural changes in the

economy often occur at unknown points in time. The procedure follows the following

steps: First, the initial break point is estimated using the formula (22). Once the first
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break is identified, the sample is split into two subsamples: the first subsample containing

observations up to the estimated break point k1, and the second subsample containing the

remaining observations. The parameter constancy in each subsample is tested using the

sup-Wald statistic. If the test rejects the null hypothesis of constancy in any subsample, a

break point is estimated using the formula (22) within that subsample. This recursive pro-

cess continues, splitting the subsamples further whenever parameter constancy is rejected.

The process terminates when the constancy test is not rejected for all subsamples.

By following this hierarchical approach, the number of break points is determined, and

their locations are estimated. The final number of estimated break points is denoted as m̂,

where m̂ = number of subsamples− 1, and this should ideally converge to the true number

of break points m0.

Next, I discuss the theoretical foundation for the consistency and asymptotic properties

of this sequential procedure. Before presenting the key results, I redefine Assumptions (5)

to (6) to account for the presence of multiple break points.

Assumption 8. In each subsample, the weighting matrix Wi(ki) = E(f(yt, θi0)f(yt, θi0)
′)

is positive definite, and E∥f(yt, θi0)∥2+δi <∞ for some δi > 0.

Assumption 9. Each break point is denoted as ki = Tλi, where λi ∈ (0, 1), representing

the normalized location of the break in terms of sample size T .

Given these assumptions, I now demonstrate the consistency of the estimated break

points. Even in the presence of multiple breaks, the estimation procedure is consistent, as

shown in the following proposition:

Proposition 5. For the model in equation (25), suppose the structural errors satisfy one set

of Assumptions 1, 2, or 3, corresponding to the moment function f(yt, θ). Further, suppose

Assumptions 4, 8, and 9 hold, and ki0 satisfies the identification assumption 7. Then, the

estimated break points k̂i, obtained using equation (22), are asymptotically bounded, i.e.,

k̂i = ki0 +Op(1),

Equivalently, the estimated break fractions λ̂i are T -consistent.
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The proof follows directly from the proof of proposition 4 in Appendix C.

The consistency of the estimated break points k̂i is a critical result, as it ensures that

the estimated locations of the break points will converge to the true break points ki0 as

the sample size grows. Moreover, this result holds even when the estimation procedure is

applied within subsamples, meaning that the sequential break estimation procedure remains

valid in the presence of multiple structural breaks.

I now turn to the consistency of the number of break points m̂ determined by the

sequential procedure. Specifically, I show that the estimated number of breaks converges

to the true number of breaks m0, as formalized in the following proposition:

Proposition 6. Suppose that the size of the test αT converges to zero at the rate T−1.

Then, under the assumptions of Proposition 5,

P (m̂ = m0) → 1 as T → ∞.

Proof. See Appendix D.

This proposition ensures that the sequential procedure correctly identifies the true num-

ber of breaks with probability approaching one as the sample size increases. This result is

crucial for the reliability of the procedure in practical applications, where the number of

structural breaks is often unknown.

Finally, I state the following corollary, which guarantees that the limiting distribution

of the parameter estimates is not affected by the break-point estimation process:

Corollary 9.1. Under the assumptions of Proposition 6, the limiting distribution of the

estimated parameters θ̂i is the same as the distribution that would be obtained if the true

break points k10, . . . , km0 were known.

Proof. The proof follows directly from proof of proposition 4 in Appendix C.

This corollary highlights the robustness of the sequential procedure, ensuring that the

estimation of break points does not distort the asymptotic properties of the parameter

estimates and allows for valid inference even in the presence of multiple structural breaks.
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4 Statistical Inference

In this section, I present the inference methods for the SVAR model with multiple structural

breaks. Specifically, I focus on testing hypotheses related to the estimated parameters in

each regime and analyzing impulse responses across different break periods. Given the

presence of multiple structural breaks and non-Gaussian errors, the inference procedure

needs to account for the variations in the model’s dynamics across different subsamples.

4.1 Parameter Tests

To perform valid statistical inference in the presence of structural breaks, I extend the

GMM framework discussed in the previous subsection to allow for regime-specific parameter

estimation. Let θ̂i denote the GMM estimator of the parameter vector θi0 in the i-th regime,

i = 1, . . . ,m.

From the asymptotic results established in Corollary 9.1 and Proposition 5, we know

that the GMM estimator θ̂i is consistent for θi0, the true parameter vector in the i-th regime.

This consistency holds in the presence of multiple breaks, and the estimator converges

at rate T under standard regularity conditions, as discussed earlier. Furthermore, θ̂i is

asymptotically normally distributed with a regime-specific covariance matrix:

G′
i0W

−1
θi0
Gi0,

where Gi0 = E
(

∂f(yt,θi0)
∂θ

)
is the Jacobian matrix of the moment conditions evaluated at

θi0, and Wθi0 = E[f(yt, θi0)f(yt, θi0)
′] is the covariance of the moment conditions.

Given the results from Corollary 9.1, hypotheses about the parameters in each regime

can be tested using the Wald statistic. Suppose I want to test a set of restrictions on the

parameters of the form H0 : r(θi0) = 0, where r(·) is a differentiable vector-valued function

of the parameters. The Wald test statistic for testing these restrictions is given by:

Wald
(i)
T = Tr(θ̂i)

′
[
R
(
θ̂i

)
(GiTWθiTG

′
iT )

−1
R
(
θ̂i

)′]−1

r(θ̂i),

where R(θ) = ∂r(θ)
∂θ

is the Jacobian of the restrictions, and GiT and WθiT are consistent

estimators of the matrices Gi0 and Wθi0 , respectively. Under the null hypothesis, the Wald
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statistic follows an asymptotic chi-squared distribution with degrees of freedom equal to

the number of restrictions s.

The asymptotic properties of these estimators and tests are directly inherited from

the consistency and limiting normality results of Corollary 9.1 and Proposition 5, which

establish that the estimators k̂i and θ̂i are T -consistent and normally distributed under the

true model with multiple break points.

4.2 Impulse Response Analysis

Impulse response functions (IRFs) are widely used to study the dynamic effects of struc-

tural shocks on macroeconomic variables. In the presence of multiple structural breaks, as

modeled in this paper, the IRFs must be computed separately for each regime, reflecting

the different dynamics in each period.

For each regime i, the reduced-form representation of the SVAR model yields a moving

average (MA) process for the endogenous variables yt:

yt = µi +
∞∑
k=0

Ci,kBiεt−k, (27)

where µi is the unconditional expectation of yt in regime i, and Ci,k are the moving average

coefficients in regime i, obtained recursively as

Ci,k =
k∑

l=1

Ci,k−lAi,l,

where Ai,l = 0 for l > p. The matrix Bi represents the contemporaneous impact matrix of

structural shocks in regime i, and εt is the vector of structural shocks.

The j-th column of Ci,kBi contains the impulse responses of the system to the structural

shock εj,t, where the (l, j)-th element of this matrix represents the response of the l-th

variable in the system to a unit shock in εj,t at horizon k. Specifically, the impulse response

of variable yl,t+k to shock εj,t is given by:

∂yl,t+k

∂εj,t
= ι′lCi,kBiιj,

where ιl and ιj are unit vectors. I denote this impulse response coefficient by ψi,k,l,j(πi, ϑi),

where πi is the vector of VAR parameters, and ϑi contains the elements of the impact

matrix Bi in regime i.
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To estimate the impulse response coefficients, I replace the true parameter vectors πi

and ϑi with their consistent estimators π̂i and ϑ̂i, obtained from the SVAR model estimated

in each regime. The estimated IRF is denoted by ψ̂i,k,l,j(π̂i, ϑ̂i).

4.2.1 Asymptotic Properties of the IRFs

To perform inference on the IRFs, I derive their asymptotic distribution. Following the

results of Corollary 9.1 and Proposition 5, the estimators π̂i and ϑ̂i are asymptotically

normally distributed. Using the delta method, I obtain the asymptotic distribution of the

estimated impulse responses. Specifically:

T 1/2
[
ψ̂i,k,l,j(π̂i, ϑ̂i)− ψi,k,l,j(πi, ϑi)

]
d→ N(0, σ2

i,k,l,j),

where the asymptotic variance σ2
i,k,l,j is given by:

σ2
i,k,l,j =

∂ψi,k,l,j(πi, ϑi)

∂(π′
i, ϑ

′
i)

G′
i0W

−1
θi0
Gi0

∂ψi,k,l,j(πi, ϑi)

∂(π′
i, ϑ

′
i)
′ ,

The asymptotic confidence intervals for the IRFs are computed using this variance-

covariance structure. Alternatively, a bootstrap procedure can be employed to construct

confidence intervals for the IRFs, as it may provide more accurate coverage in small samples.

4.3 Testing Impulse Responses Across Regimes

To formally assess whether the impulse responses differ significantly across regimes, I test

the null hypothesis that the impulse response functions are identical across break periods.

Specifically, I test:

H0 : ψi,k,l,j = ψi′,k,l,j for all i, i′ ∈ {1, . . . ,m}, l, j ∈ {1, . . . , n}, k ≥ 0.

This hypothesis can be tested using Wald-type tests or through bootstrapped confidence

intervals that compare the impulse responses across different regimes. A rejection of the null

hypothesis would indicate that the structural breaks significantly affect the transmission

mechanism of shocks, suggesting that the responses of variables to the shocks vary across

regimes.

The tests are conducted within the GMM framework, ensuring that the asymptotic

properties of the estimators, as established in Proposition 5 and Corollary 9.1, hold. This
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approach provides a robust framework for understanding the impact of structural breaks

on impulse response dynamics.

5 Empirical Illustration

I estimate a SVAR model with break points on monthly U.S. macroeconomic data spanning

the period from 1954:VII to 2024:I, comprising 835 observations. The model consists of

three variables yt = (πt, ut, rt)
′, where πt denotes inflation, ut the unemployment gap, and

rt the federal funds rate.

During the period from 2009 to 2023, when the federal funds rate was constrained by

the zero lower bound, it is replaced by the “shadow rate” of Wu and Xia (2023) to account

for unconventional monetary policy. The data for inflation and the unemployment gap

are extracted from the Federal Reserve Economic Database (FRED). Inflation (πt) is com-

puted as the logarithmic difference of the Consumer Price Index for All Urban Consumers

(mnemonic CPIAUCSL), multiplied by 1200 to express it in annualized percentage terms.

The unemployment gap (ut) is calculated as the difference between the observed unem-

ployment rate (mnemonic UNRATE) and the natural rate of unemployment (mnemonic

NROU). The natural rate of unemployment is originally reported as quarterly data, which

is linearly interpolated to match the monthly frequency of the other variables in the dataset.

To determine the appropriate lag order for the SVAR model, I conduct a lag selection

based on the reduced-form VAR using the full sample. The Akaike Information Criterion

(AIC) suggests a model with 5 lags, while the more parsimonious Schwarz Information

Criterion (SIC) recommends 2 lags. Given that the 5-lag model includes a substantial

number of parameters, there is a risk of overfitting, particularly when structural breaks

reduce the number of observations in each subsample. Consequently, I opt for a SVAR(2)

model, as it balances parsimony with statistical adequacy, providing a more reliable fit

without overfitting.

I estimate the SVAR-BP model using three sets of moment functions, corresponding

to fs(yt, θ), fk(yt, θ), and fr(yt, θ). These estimation methods are referred to as GMM1,

GMM2, and GMM3, respectively. For each set of moment functions, I apply the sequential

procedure outlined in Section 3.1 to identify and estimate both the break dates and the
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model parameters. To determine the optimal set of moment conditions, I evaluate whether

the generic assumptions hold by computing the sample skewness and kurtosis from the

estimated structural errors. Let ϵ̂s, ϵ̂k, and ϵ̂r denote the structural errors estimated using

GMM1, GMM2, and GMM3, respectively. The QQ-plots in Figure 1 suggest that all

three sets of structural errors exhibit non-Gaussianity, regardless of the estimation method

used. I then proceed to check the generic conditions for each set of moment functions.

GMM1 is not prefered due to a failure to meet its generic assumption that at most one

structural error has zero skewness. The estimated skewness values for the structural errors

under GMM1 are 0.04, 3.38, and -0.70. These values indicate that one component has

nearly zero skewness (0.04) and another is only weakly skewed (-0.70). Such low skewness

levels undermine the robustness of the third-moment conditions required for GMM1, as

they suggest a potential weak identification issue where the structural parameters may

not be reliably estimated due to insufficient asymmetry in the error distribution (Stock

and Wright, 2000). GMM2 is also not prefered, despite satisfying the generic condition,

because the value of the J-statistic—a measure of overidentification, was significantly higher

compared to GMM3, indicating a poorer fit of the model to the data. GMM3, which uses

the reflection-invariant moment conditions, is ultimately prefered. This set of moment

functions satisfies the generic conditions, and the J-statistic indicates a better overall fit,

making GMM3 the optimal choice for estimating the SVAR-BP model in this context.

Using the GMM3 estimation method and the sequential procedure described in Section

3, I identify two significant break points in the model: March 1981 and November 2008.

These dates correspond to crucial events in U.S. economic history and align closely with

structural shifts noted in previous studies, underscoring the importance of accounting for

these transitions within macroeconomic models.

The first break point, March 1981, aligns with a major shift in monetary policy under

Federal Reserve Chairman Paul Volcker, as the Fed aggressively raised interest rates to con-

trol the high inflation that characterized the 1970s. This transition to a restrictive monetary

policy regime had substantial economic effects, contributing to a significant recession and,

ultimately, to a longer-term stabilization of inflation. This finding is consistent with earlier

studies such as Bernanke and Mihov (1998), McConnell and Perez-Quiros (2000),Stock and
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Watson (2002), Sims and Zha (2006), Smets and Wouters (2007), Justiniano and Primiceri

(2008), Canova et al. (2008), and Canova (2009).

The second break point, November 2008, aligns with the peak of the global financial cri-

sis following the collapse of Lehman Brothers in September 2008. This period was marked

by severe disruptions in financial markets, leading the Federal Reserve to implement un-

conventional monetary policies, including near-zero interest rates and quantitative easing,

to stabilize the economy. This break date is consistent with studies such as Baker et al.

(2016) and Stock and Watson (2012).

Both identified break points underscore pivotal shifts in U.S. economic policy, highlight-

ing the necessity of modeling structural breaks to capture the economy’s evolving dynamics

accurately. The consistency of these findings with established literature further validates

the model’s capacity to endogenously identify significant economic regime changes, enhanc-

ing our understanding of how structural breaks impact macroeconomic relationships over

time.

The GMM3 estimate of the matrix of impact effects in each period is (asymptotic

standard deviation in parentheses):

B̂1 =


2.470 −0.084 0.591
(0.162) (0.141) (0.128)

0.011 0.235 −0.068
(0.008) (0.013) (0.013)

−0.033 −0.009 0.988
(0.035) (0.037) (0.116)

 B̂2 =


2.710 0.292 −0.155
(0.219) (0.177) (0.046)

−0.039 0.153 0.017
(0.012) (0.007) (0.011)

0.030 −0.065 0.278
(0.006) (0.015) (0.028)

 (28)

B̂3 =


2.695 −0.647 −0.131
(0.157) (0.047) (0.200)

−0.036 0.783 0.006
(0.019) (0.091) (0.009)

0.018 0.008 0.186
(0.012) (0.004) (0.015)

 (29)

The GMM3 estimation yields distinct matrices of impact effects, B̂1, B̂2, and B̂3, each

corresponding to different subsample periods based on the identified structural breaks.
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5.1 Interpretation of Impulse Response Functions

The impulse responses of inflation, the unemployment gap, and the federal funds rate(or

shadow rate) to the different shocks are displayed from figure 2 to 4 for each period.

The analysis below focuses on the third shock in each period, which shows a statistically

significant impact on the federal funds rate and can be labeled as the monetary policy

shock. This labeling is consistent with studies such as Bernanke and Blinder (1992) and

Christiano et al. (1999), who identify monetary policy shocks through significant responses

in interest rates.

5.1.1 1954-07-01 to 1981-03-01

In the first period (1954-1981), the impulse response of inflation to a monetary policy shock

is initially positive, exhibiting the so-called “price puzzle,” where inflation temporarily rises

following a contractionary policy shock. This phenomenon has been noted in previous

literature, including Sims (1992) and Eichenbaum (1995), suggesting that the price puzzle

might be due to model simplicity or the delayed effect of monetary policy transmission.

Over subsequent periods, inflation begins to decline, aligning with the expected outcome of

a contractionary policy aimed at reducing inflation in the medium term. The unemployment

gap initially decreases, indicating a short-term drop in unemployment, but turns positive

after a few periods, suggesting that the restrictive policy ultimately leads to an economic

slowdown and rising unemployment. The significant positive response of the federal funds

rate on impact corroborates the labeling of this third shock as a monetary policy shock,

consistent with the response patterns seen in historical monetary tightening cycles, such as

those analyzed by Bernanke and Blinder (1992).

5.1.2 1981-04-01 to 2008-11-01

During the second period (1981-2008), the impact of the monetary policy shock is more

subdued but still consistent with a controlled inflationary environment, likely due to the

disinflationary policies implemented post-Volcker. The initial response of inflation to a

monetary policy shock is positive but weaker than in the earlier period, with inflation de-

clining more quickly, reflecting the efficacy of monetary policy in this era, which reduced
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the price puzzle effect. Unemployment initially decreases slightly in response to the shock,

but similar to the first period, it ultimately increases, reflecting the medium-term contrac-

tionary effects of monetary policy on economic activity. The federal funds rate exhibits a

strong, significant response on impact, further supporting the identification of this third

shock as a monetary policy shock. This aligns with findings from Christiano et al. (1999)

and Smets and Wouters (2007), who observed effective monetary policy transmission in

controlling inflation during this period.

5.1.3 2008-11-01 to 2024-01-01

In the final period (2008-2024), which covers the post-financial crisis era, the monetary

policy shock exhibits unique characteristics due to unconventional monetary policies at

the zero lower bound. Following a contractionary policy shock, the shadow rate—a proxy

used to capture the effective stance of monetary policy when the federal funds rate is near

zero—responds positively, indicating a tightening of monetary conditions. This response

aligns with the expected behavior of interest rates under contractionary policy, as also

observed by Wu and Xia (2016), who highlight the effectiveness of the shadow rate in

representing policy shifts under these constrained conditions. The inflation response is

initially close to zero, reflecting the subdued inflationary environment of the period, even

amid monetary tightening. Over time, inflation shows a delayed decline, consistent with

the extended period of low inflation following the financial crisis. The unemployment gap

initially decreases, suggesting an initial stimulative effect on the labor market, but turns

positive in the medium term, indicating that the contractionary effects begin to take hold

as the economy adjusts.

5.1.4 Overall Implications

Across all periods, the monetary policy shock has generally led to a medium-term negative

impact on inflation and economic activity, with varying intensity and response patterns

due to changing monetary frameworks. In the early period, more volatile responses are

observed, consistent with the less structured monetary environment pre-Volcker. Post-

1981, responses become more controlled, aligning with disinflationary policies. The final
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period shows a distinct response pattern due to unconventional policy measures, reflecting

the challenges of monetary policy in the post-crisis era.
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Figure 1: Quantile-quantile plots of the structural errors of the equations of inflation,

unemployment gap and the federal funds rate (from left to right), estimated by 3 sets of

moment functions
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Figure 2: Impulse responses from 1954-07-01 to 1981-03-01. Each row contains the impulse

responses of one shock on all variables. The shaded areas are the pointwise 95% confidence

bands obtained by delta method.
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Figure 3: Impulse responses from 1981-04-01 to 2008-11-01. Each row contains the impulse

responses of one shock on all variables. The shaded areas are the pointwise 95% confidence

bands obtained by delta method.
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responses of one shock on all variables. The shaded areas are the pointwise 95% confidence

bands obtained by delta method.
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6 Conclusion

This paper introduces a novel approach to estimating structural breaks within the frame-

work of a non-Gaussian Structural Vector Autoregression (SVAR) model, allowing for en-

dogenous identification of break points in both autoregressive coefficients and structural

parameters. Using the Partial Sample Generalized Method of Moments (PSGMM) esti-

mator and leveraging non-Gaussian error structures, the model identifies structural shifts

through higher-order moments. This approach addresses the limitations of traditional

SVAR models by capturing the potential instability of macroeconomic relationships over

time, especially in response to significant economic events.

The findings also contribute to the growing literature on structural break analysis within

time series models, validating the model’s ability to identify shifts endogenously and un-

derscoring the relevance of non-Gaussian features for identifying structural matrices. This

research expands the methodological toolkit for analyzing evolving macroeconomic rela-

tionships and provides a robust framework for future studies exploring the implications of

structural changes in economic systems.

Empirical analysis on U.S. macroeconomic data from 1954 to 2024 highlights the efficacy

of this method, identifying two key structural breaks in March 1981 and November 2008.

These dates correspond closely with historical shifts in U.S. monetary policy: the 1981

transition under Chairman Volcker’s aggressive anti-inflationary measures, and the 2008

peak of the global financial crisis that triggered unconventional monetary policies. These

breaks underscore the critical role of structural shifts in macroeconomic modeling and

demonstrate how the proposed SVAR-BP model adapts to capture these pivotal changes

in economic dynamics.

A notable limitation of the current framework is the potential for weak identification

when non-Gaussian characteristics in structural errors do not sufficiently distinguish be-

tween economic shocks. While higher-order moment conditions can provide valuable identi-

fying information, weak skewness or kurtosis may limit the robustness of inference in some

applications. This issue aligns with findings by Hoesch et al. (2024) and Lee and Mesters

(2024), who propose robust inference techniques within standard SVAR settings but have

yet to extend these approaches to frameworks involving structural breaks. Developing ro-
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bust methods for SVAR models with break points remains an important area for future

research, particularly in light of the complex economic contexts where structural shifts are

present.

Another promising direction for addressing weak identification lies in integrating multi-

ple sources of identifying information to strengthen the model’s inferential power. Recent

studies have explored the combined use of sign restrictions and non-Gaussianity to cre-

ate more precise identification frameworks. For instance, Drautzburg and Wright (2023)

propose an intersection-based approach, combining sign restrictions with non-Gaussian

characteristics to construct an identified set that reflects both the desired economic sign

restrictions and the independence properties of the shocks. Future research might also

explore methodologies like those proposed by Keweloh et al. (2023) and Keweloh (2024),

which incorporate proxy variables or short-run restrictions within a non-Gaussian context.

Additionally, approaches that leverage external instruments to improve shock labeling, such

as Crucil et al. (2023), may offer valuable insights for advancing robust identification in

models with break points.
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Appendix A Proof of proposition 1

In this appendix, I provide a formal proof of Proposition 1, demonstrating the identification

of the parameters in the structural VAR (SVAR) model under the stated assumptions.

Let ut = Biεt. The moment conditions are given by:

E(ut ⊗ Zt−1) = E(Bεt ⊗ Zt−1) = (B ⊗ Inp+1)E(εt ⊗ Zt−1) = 0n(np+1)×1

(A.1)

The last equality holds due to the condition in equation 3, which is satisfied by the i.i.d

properties of the errors εt.

Step 1: Identification of πi

I first show that πi = πi0. Define Ci = (νi, Ai,1, . . . , Ai,p) and express the residual ut as:

ut = yt − CiZt−1

Substituting this into equation (A.1), I have:

E(utZ
′
t−1) = E((yt − CZt−1)Z

′
t−1) = 0

Rearranging terms, I obtain:

CiE(Zt−1Z
′
t−1) = E(ytZ

′
t−1)

Now, suppose both Ci and Ci,0 satisfy the equation above. This leads to:

(Ci − Ci,0)E(Zt−1Z
′
t−1) = 0

By the theorem of Mann and Wald (1943), E(Zt−1Z
′
t−1) is invertible if yt follows a

stable, stationary VAR(p) process, and εt are i.i.d with finite fmyth moments. Therefore,

Ci = Ci,0, and since πi = vec(Ci), it follows that πi = πi,0.
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Step 2: Identification of Bi

Having shown that πi = vec(Ci), I now turn to the identification of the matrix Bi. For the

process ut = Biεt, I need to demonstrate that Bi = Bi0Q, where Q is a signed permutation

matrix.

Using the conditions of the proposition, I apply the results of Mesters and Zwiernik

(2022):

• Under Assumptions 1 or 2, Theorem 5.3 in Mesters and Zwiernik (2022) shows that

Bi = Bi0Q.

• Under Assumption 3, Theorem 5.10 in Mesters and Zwiernik (2022) similarly ensures

that Bi = Bi0Q.

Thus, under the given assumptions, the matrix Bi is identified up to a signed permu-

tation matrix Q, completing the proof.
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Appendix B Proof of Proposition 2

In this appendix, I provide the proof of Proposition 2. The proof is based on Theorems 1

and 3 in Andrews (1993). I verify the assumptions of Theorem 1 one by one. First, note

that my PSGMM estimator is a special case of the estimator defined in Andrews (1993)

with the optimal choice of the asymptotic weighting matrix. Therefore, Assumptions 2 and

3 from Andrews (1993) are satisfied. For the remaining proof, I demonstrate that the series

yt and moment conditions are near epoch dependent (NED), that the moment functions are

continuous and differentiable, and that the gradient of the moment conditions is bounded

and uniformly consistent for θ̂.

NED of yt

I begin by considering the moving average (MA) representation of yt:

yt = µ+
∞∑
k=0

ΦkBεt−k, (B.1)

where µ is the unconditional expectation of yt, Φ0 is the identity matrix, and Φk, k =

1, 2, . . . , are obtained recursively as Φk =
∑k

l=1Φk−lAl, where Ak = 0 for k > p. Set

F t+m
t−m = σ(εt−m, . . . , εt+m) and define ŷm,t = E(yt|F t+m

t−m ). For all t, I have:

E∥yt − ŷm,t∥ = E∥
∞∑

j=m+1

ΦjB(εt−j − E(εt−j|F t+m
t−m ))∥ (B.2)

where ∥·∥ is the standard L2 Euclidean norm. For the second term on the right-hand side

of (B.2), I have:

E∥E(εt|F t+m
t−m )∥ ≤ E∥E(εt|F t+m

t−m )∥1 =
n∑

i=1

E
∣∣E(εt,i|F t+m

t−m )
∣∣ ≤ nE∥εt∥. (B.3)

Combining (B.2) and (B.3), I obtain:

E∥yt − ŷm,t∥ ≤ (n+ 1)BE∥εt∥
∞∑

j=m+1

∥Φj∥, (B.4)

where, because εt has mean zero and the identity covariance matrix, E∥εt∥ = n. The

right-hand side of Equation (B.4) decays exponentially fast to zero as m → ∞, since the
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elements in the coefficient matrices Φj are bounded by an exponentially declining series.

Thus, I have shown that yt is an L2-NED sequence on {εt}. Since convergence in mean

square implies convergence in probability by Markov’s inequality, yt is also an L2-NED

sequence on {εt}.

NED of Moment Functions

Next, I demonstrate that the moment functions f(yt, θ) are also L
2-NED sequences on {εt}.

I denote the vector of moment conditions as:

f(yt, θ) =


εt ⊗ Zt−1

h2(yt, θ)

hi(yt, θ)

 ,
where h2(yt, θ) represents the moments in (4), and hi(yt, θ) is one of h3(yt, θ), h4(yt, θ), or

hr(yt, θ) from (5), (6), and (7), respectively.

Define the truncated version f̂m(yt, θ) = E
(
f(yt, θ)

∣∣F t+m
t−m

)
. Then I have:

E∥f(yt, θ)− f̂(yt, θ)∥ = E∥εt ⊗ Zt−1 − E(εt ⊗ Zt−1 | F t+m
t−m )∥

+ E∥h2(yt, θ)− E(h2(yt, θ) | F t+m
t−m )∥

+ E∥hi(yt, θ)− E(hi(yt, θ) | F t+m
t−m )∥.

(B.5)

Since εt is i.i.d., the second and third terms on the right-hand side of (B.5) are zero for

all m. Therefore, I focus on the first term:

E∥εt ⊗ Zt−1 − E(εt ⊗ Zt−1 | F t+m
t−m )∥ =

p∑
i=1

E∥εt ⊗ yt−i − E(εt ⊗ yt−i | F t+m
t−m )∥. (B.6)

Since εt is independent, and I have already shown that yt is NED on {εt}, by Corollary

4.3 in Gallant and White (1988), εt ⊗ yt−i is also NED on {εt}. Therefore, the right-hand

side of (B.6) converges to zero as m → ∞. Thus, I have demonstrated that f(yt, θ) is an

L2-NED sequence on {εt}.

Properties of the moment functions

The moment function f(yt, θ) is a composition of one linear map and two polynomial maps

in θ. Therefore, the moment function is continuous and differentiable. To compute the
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derivative of all the moment condition with respect to the parameters of the model (i.e.,

the coefficients θ = vec(ν,A1, . . . , Ap, B)) , I differentiate the residual εt the structural

shocks are defined as:

εt = B−1(yt − ν − A1yt−1 − · · · − Apyt−p)

The derivative of εt with respect to ν is:

∂εt
∂ν

= −B−1

Using the property vec(Ay) = (In ⊗ y′)vec(A), I have:

∂εt
∂vec(Ai)

= −B−1(In ⊗ y′t−i)

Using εt = B−1ut and properties of matrix derivatives:

∂εt
∂vec(B)

= −(ε′t ⊗B−1)

The full derivative is:

∂εt
∂θ

=
[
−B−1, −B−1(In ⊗ y′t−1), . . . , −B−1(In ⊗ y′t−p), −(ε′t ⊗B−1)

]
(B.7)

Next, I compute the derivative of the moment conditions with respect to θ.

1. Moment Condition 1 (Eq. 3):

E[εt ⊗ Zt−1] = 0,

where Zt = (1, y′t−1, . . . , y
′
t−p)

′.

The derivative of this moment condition with respect to θ is:

E

[
∂(εt ⊗ Zt−1)

∂θ

]
= E

[
∂εt
∂θ

⊗ Zt−1

]
.

Substituting ∂εt
∂θ
, I get:

E

[
∂(εt ⊗ Zt−1)

∂θ

]
= E

[(
−B−1, −B−1(In ⊗ y′t−1), . . . , −B−1(In ⊗ y′t−p), −(ε′t ⊗B−1)

)
⊗ Zt−1

]
.
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2. Moment Condition 2 (Eq. 4):

E[e′iεte
′
jεt]− δij = 0

for all 0 ≤ i, j ≤ n.

The derivative of this moment condition with respect to θ is:

E

[
∂(e′iεte

′
jεt)

∂θ

]
= E

[
e′i
∂εt
∂θ

e′jεt + e′iεte
′
j

∂εt
∂θ

]
.

Substituting ∂εt
∂θ
, I have:

E

[
∂(e′iεte

′
jεt)

∂θ

]
= E

[
e′i

(
−B−1, −B−1(In ⊗ y′t−1), . . . , −B−1(In ⊗ y′t−p), −(ε′t ⊗B−1)

)
e′jεt

]
.

3. Moment Condition 3 (Eq. 5):

E[e′iεte
′
jεte

′
kεt] = 0

for 0 ≤ i, j, k ≤ n and |{i, j, k}| > 1.

The derivative of this moment condition with respect to θ is:

E

[
∂(e′iεte

′
jεte

′
kεt)

∂θ

]
= E

[
e′i
∂εt
∂θ

e′jεte
′
kεt + e′iεte

′
j

∂εt
∂θ

e′kεt + e′iεte
′
jεte

′
k

∂εt
∂θ

]
.

Substituting ∂εt
∂θ
, I get:

E

[
∂(e′iεte

′
jεte

′
kεt)

∂θ

]
= E

[
e′i

(
−B−1, −B−1(In ⊗ y′t−1), . . . , −B−1(In ⊗ y′t−p), −(ε′t ⊗B−1)

)
e′jεte

′
kεt

]
.

4. Moment Condition 4 (Eq. 6):

E[e′iεte
′
jεte

′
kεte

′
lεt]− δijkl = 0

for 0 ≤ i, j, k, l ≤ n and |{i, j, k, l}| > 1.

The derivative of this moment condition with respect to θ is:

E

[
∂(e′iεte

′
jεte

′
kεte

′
lεt)

∂θ

]
= E

 ∑
all permutations of e′i,e

′
j ,e

′
k,e

′
l

∂εt
∂θ

 .
Substituting ∂εt

∂θ
, this results in a summation over all permutations of e′i, e

′
j, e

′
k, e

′
l.
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5. Moment Condition 5 (Eq. 7):

E[e′iεte
′
jεte

′
kεte

′
lεt] = 0

for |{i, j, k, l}| > 1 and i, j, k, l do not form two distinct pairs.

The derivative of this moment condition with respect to θ is similar to the previous one:

E

[
∂(e′iεte

′
jεte

′
kεte

′
lεt)

∂θ

]
= E

 ∑
all permutations of e′i,e

′
j ,e

′
k,e

′
l

∂εt
∂θ

 .
From the above calculation, I can easily see that the first order derivative ∂f(yt,θ)

θ
is

countinous and bounded. Next, I evaluate the first-order derivative of f(yt, θ) at the true

value θ0, where B = B0 and the structural shocks satisfy the moment conditions imposed

by Assumptions 1, 2, and 3. The results are simplified due to E(εt) = 0, E(εtε
′
t) = In,

and the co-skewness and co-kurtosis assumptions. The detailed derivation of the first-order

derivative evaluated at θ0 shows that it is of full column rank. The proof is similar to

Proposition 1 in Lanne and Luoto (2021), so I omit it here.

Verify the assumptions of theorem 1 in Andrews (1993)

I am now ready to prove Proposition 2 by verifying the assumptions of Theorem 1 in

Andrews (1993).

Assumptions 1(a) and 1(b) are satisfied because f(yt, θ) is NED, and by Assumption

5, which further guarantees that the moment functions have finite second (and higher)

moments.

Assumption 1(c) is satisfied since yt is stationary, and by Assumption 5, which further

guarantees that the process has finite second (and higher) moments. which ensures that

the covariance matrix of the moment condition is positive definite.

Assumptions 1(e), 2, and 3 are satisfied because I use an optimal weighting matrix

in my model, ensuring efficiency and consistency. This choice also adheres to the criteria

for the asymptotic properties of the GMM estimator described by Andrews (1993).

Assumptions 1(f) and 1(g) are verified by my previous computation of the deriva-

tives, and by Assumption 5, which ensures that the moment functions are continuously

differentiable, and their gradients are bounded.
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Assumption 1(h) holds because I have shown that ∂f(yt,θ)
∂θ

is of full column rank,

ensuring local identification of the parameters, and again by Assumption 5.

Assumption 1(4) addresses the uniform consistency of θ̂. Andrews (1993) provides

a set of conditions, known as Assumption A, under which the PS-GMM estimator θ̂(·) is

consistent for θ0, uniformly over π ∈ Π under the null hypothesis.

Next, I verify that Assumption A holds in my model: - Assumption A(a) and A(b)

are satisfied as shown in previous sections, ensuring the moment conditions are NED and

well-behaved. - Assumption A(c) holds by Assumption 4, which ensures that the pa-

rameter space is compact and bounded. - Assumptions A(d), A(e), and A(f) concern

the properties of the moment functions, which I have verified in the earlier subsections by

demonstrating that the moment conditions are continuous and bounded. - Assumption

A(g) is satisfied by Proposition 1 and Assumption 4, which guarantees global identification

of the model parameters under my error assumptions.

Therefore, I have shown that my model and the PSGMM estimator satisfy all the

assumptions in Theorem 1 of Andrews (1993). Thus, Proposition 2 is a direct result of

applying Theorem 1 in Andrews (1993).
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Appendix C Proof of Proposition 4

In this appendix, I provide the proof of the asymptotic properties of the break date esti-

mator for the SVAR model with an unknown break date. First,Recall from equation (22)

:

k̂ = argmin
k

[
Q1(k, θ̂1(k)) +Q2(k, θ̂2(k))

]
(C.1)

where

Q1(k, θ̂1(k)) =

(
1

k

k∑
t=1

f(yt, θ̂1(k))

)′

W−1
1

(
1

Tk

k∑
t=1

f(yt, θ̂1(k))

)
,

Q2(k, θ̂2(k)) =

(
1

T − k

T∑
t=k+1

f(yt, θ̂2(k))

)′

W−1
2

(
1

T − Tk

T∑
t=k+1

f(yt, θ̂2(k))

)
.

I first prove part (2) of the proposition, which shows the consistency of k̂. For some

constant M > 0, consider the probability P (|k̂ − k0| > M), and I aim to show that it

converges to zero in probability as T → ∞.

To simplify the notation, define the combined objective function Q(k, θ̂1(k), θ̂2(k)) as:

Q(k, θ̂1(k), θ̂2(k)) = Q1(k, θ̂1(k)) +Q2(k, θ̂2(k)).

Denote DM = {k : |k − k0| > M}. By definition of k̂ in (C.1), I obtain:

P
(
|k̂ − k0| > M

)
≤ P

(
min
k∈DM

Q(k, θ̂1(k), θ̂2(k))−Q(k0, θ̂1(k0), θ̂2(k0)) ≥ 0

)
≤ P

(
min
k∈DM

min
θ1,θ2∈(Π×B1)2

Q(k, θ1, θ2)−Q(k0, θ̂1(k0), θ̂2(k0)) ≥ 0

)
. (C.2)

Next, I examine the limiting behavior of the function Q(k, θ1, θ2) for any hypothetical

θ1 and θ2.

Denote

Q10(k, θ1) =

(
1

k

k∑
t=1

E[f(yt, θ1)]

)′

W−1
1

(
1

k

k∑
t=1

E[f(yt, θ1)]

)
.
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From lemma A3 in Andrews(1994), I obtain the uniform convergence:

Q1(k, θ1)
p−→ Q10(k, θ1).uniformly in k and θ1

and :

Q2(k, θ2)
p−→ Q20(k, θ2), uniformly in k and θ2

where

Q20(k, θ2) =

(
1

T − k

T∑
t=k+1

E[f(yt, θ2)]

)′

W−1
2

(
1

T − k

T∑
t=k+1

E[f(yt, θ2)]

)
.

LetQ0(k, θ1, θ2) = Q10(k, θ1)+Q20(k, θ2). Add and subtractQ0(k, θ1, θ2) andQ0(k0, θ10, θ20)

in equation (C.2):

min
k∈DM

min
θ1,θ2∈(Π×B1)2

Q(k, θ1, θ2)−Q0(k, θ1, θ2)

+Q0(k0, θ10, θ20)−Q(k0, θ̂1(k0), θ̂2(k0))

+Q0(k, θ1, θ2)−Q0(k0, θ10, θ20).

(C.3)

The first and second terms converge to zero following the previous discussion. Further-

more, since θ̂1(k0)
p−→ θ10 and θ̂2(k0)

p−→ θ20 due to the consistency of the standard GMM

estimator, the third term satisfies:

min
k∈DM

min
θ1,θ2∈(Π×B1)2

Q0(k, θ1, θ2)−Q0(k0, θ10, θ20) > 0,

by Assumption 7. This implies that P (|k̂ − k0| > M) converges to zero in probability.

Hence, the asymptotic bounded of k̂ is established, i.e,

k̂ = k0 +Op(1) (C.4)

Given that λ̂ = k̂/T and λ0 = k0/T , I directly have that The estimated break point fraction

λ̂ is T-consistent for the true break point fraction λ0.

I now prove part (1) of the proposition. From equation (10), I have:

θ̂1(k̂) = argmin
θ1

1

k̂

k̂∑
t=1

f(yt, θ1)

′

W−1
1

1

k̂

k̂∑
t=1

f(yt, θ1)

 .
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To analyze the convergence of the right-hand side, I apply the uniform law of large

numbers. Consider the quantity supθ1| 1k̂
∑k̂

t=1 f(yt, θ1)− E[f(yt, θ1)|.

sup
θ1

|1
k̂

k̂∑
t=1

f(yt, θ1)− E[f(yt, θ1)]| ≤ sup
θ1

|1
k̂

k̂∑
t=1

f(yt, θ1)−
1

k̂

k̂∑
t=1

E[f(yt, θ1)]| (C.5)

+ sup
θ1

|1
k̂

k̂∑
t=1

E[f(yt, θ1)]− E[f(yt, θ1)]| (C.6)

The first term on the RHS converges to zero in probability because of uniform law of

numbers. Now consider the second term. Suppose, without loss of generality, that k̂ > k0.

Then,

sup
θ1

|1
k̂

k̂∑
t=1

E[f(yt, θ1)]− E[f(yt, θ1)]| = sup
θ1

|1
k̂

k0∑
t=1

E[f(yt, θ1)] +
1

k̂

k̂∑
t=k0+1

E[f(yt, θ1)]− E[f(yt, θ1)]|

(C.7)

≤ k̂ − k0

k̂
sup
θ1

E[f(yt, θ1)] +
k̂ − k0

k̂
sup
t

sup
θ1

E[f(yt, θ1)]

(C.8)

p−→ 0 (C.9)

where the inequality holds because f(yt, θ) is stationary and bounded over θ ∈ Π×B1,

and the limit holds due to the stochastic bounded of k̂ − k0.

Therefore, under regular conditions, I have
√
T
(
θ̂1(k̂)− θ10

)
d−→ N(0, G′

θ10
W−1

θ10
Gθ10).

Similarly,
√
T
(
θ̂2(k̂)− θ20

)
d−→ N(0, G′

θ20
W−1

θ20
Gθ20). This completes the proof.
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Appendix D Proof of Proposition 6

Proof. I adapt the logic from Bai (1997) to prove my proposition 6. The goal is to show

that:

P (m̂ = m0) → 1, as T → ∞.

First, consider the event that the estimated number of breaks is less than the true

number, i.e., m̂ < m0. When the estimator underestimates the number of breaks, there

must exist a segment [k̂p, k̂q] that contains at least one true break point that has not been

detected by the estimation procedure. Let kr0 ∈ (k̂p, k̂q) be a true break point in this

segment. Since kr0 is not detected by [k̂p and k̂q], by proposition 5 neither k̂p/T and k̂q/T

converges to kr0/T in probability. That is:

kr0 − k̂p > Tϵ0 and k̂q − kr0 > Tϵ0,

for some constant ϵ0 > 0.

I now consider the SupWald test statistic based on the subsample [k̂p, k̂q]. I first show

that this statistic is of order T. To see this, recall from the definition of Wald statistic in

equation (21), WaldT (λ) = T (θ̂1(λ) − θ̂2(λ))
′
(

V̂1

λ
+ V̂2

1−λ

)−1

(θ̂1(λ) − θ̂2(λ)). Consider the

statistic at the true break point kr0: WaldT (λr0), where λr0 = kr0/T .

WaldT (λr0) = T (θ̂1(λr0)− θ̂2(λr0))
′

(
V̂1
λr0

+
V̂2

1− λr0

)−1

(θ̂1(λr0)− θ̂2(λr0)) (D.1)

p−→ T (θ1,r0 − θ2,r0)
′
(
V1
λr0

+
V2

1− λr0

)−1

(θ1,r0 − θ2,r0) (D.2)

= Op(T ) (D.3)

where θ1,r0 and θ2,r0 denotes the true parameter in this subsample. The converge in

(D.2) holds because of the proof in Appendix C. The last equality holds because kr0 is the

true break point so that θ1,r0 ̸= θ2,r0 and the weighting matrix is positive definite from

assumption 8. Next since supWaldT (λ) ≥ WaldT (λr0) = Op(T ), this implies that the

supWaldT (λ) is Op(T ).

Then, there exists a constant π > 0 such that, for every ϵ > 0:
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P (supF ≥ πT ) ≥ 1− ϵ,

for sufficiently large T .

Let αT = KT−1 and set the threshold CT = 3 log T , following the discussion in Bai

(1997) after Lemma 10. Under this choice of αT , I have:

P (supF ≥ CT ) ≥ 1− ϵ,

for sufficiently large T , or equivalently:

P (supF ≥ CT ) → 1 as T → ∞.

Thus, the null hypothesis of parameter constancy will be rejected with probability

approaching 1 as the sample size increases. This implies that P (m̂ < m0) → 0 as T → ∞.

Next, consider the event where m̂ > m0. For m̂ > m0 to be true, it must be the case

that for some i, at a certain stage in the sequential estimation process, one rejects the null

hypothesis of parameter constancy for an interval [k̂i, k̂i+1], where k̂i = ki0 + Op(1) and

k̂i+1 = k(i+1)0+Op(1). In other words, the interval contains no true nontrivial break point,

but the null hypothesis is rejected. Therefore, I have:

P (m̂ > m0) ≤ P
(
∃i, reject parameter constancy for [k̂i, k̂i+1]

)
Given the sequential nature of the testing procedure, this probability can be bounded

by:

P (m̂ > m0) ≤
m0∑
i=0

P
(
reject parameter constancy for [k̂i, k̂i+1]

)
,

where k̂0 = 1 and k̂m0+1 = T , the endpoints of the sample.

Now, since k̂i− k̂i−1 = Op(T ), the length of the segment, and the test statistic computed

for the interval [k̂i, k̂i+1], denoted as supWaldi, converges in distribution to some quantity.

By proposition 3, for large T (and hence large n = k̂i − k̂i−1), the supremum test statistic

supWald converges to a limiting distribution, and:
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P (supWaldi > CT ) → 0 as T → ∞,

where CT = 3 log T , as defined earlier.

Thus, for sufficiently large T , I have:

P (m̂ > m0) ≤ (m0 + 1) max
0≤i≤m0

P (supFi > CT ) → 0 as T → ∞.

This establishes that the probability of overestimating the number of breaks converges

to zero as the sample size increases, provided that αT → 0, i.e, CT → ∞.

Thus, the proof is complete.
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